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2.4 Normal form: Definitions and results
2.4.1 Invertible generator matrices
Let t € Z~o and let E;; be the matrix in M;y(IF) with 1 in the (4, j) entry and all other entries 0. Let
F*={deF|d+#0}.
The elementary diagonal matrices are hi(d) =1+ (d —1)E;; for i € {1,...,t} and d € F*.
1 1

hi(d) = d with  hi(d)™! = d-1

1 1
The root matrices are z;;(c) = 1+ cEyj for c€ Fand 4,5 € {1,...,t} with ¢ < j.

1 1
xij(c) = T with :Bij(c)_l =
1 1

The row reducers are s;(c) =1 — Ey — Eiy1i41 + Eiit1 + Eip1 + cEj i fori e {1,...,t — 1} and
cel.

with si(c)™t =

si(c) =

— 0
S =

2.4.2 Proof of the normal form theorem: The greedy reduction algorithm
Let s,t € Zso and let A € M;xs(F) so that
Ais a t X s matrix with entries in F.

The proof of the following theorem gives an explicit algorithm for writing A as a product of row reducers
si(c), diagonal generators h;(d) and upper triangular elementary matrices x;;(a;;). This procedure is
no different than the usual row reduction procedure: namely, a way of writing an invertible matrix g
in a ‘normal form’ as a product of elementary matrices by the ‘row reduction’ algorithm. To follow
the proof it is helpful to be looking at examples (see Examples|2.4.3|and [2.4.4[ and the examples in

section .
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Theorem 2.13. Let s,t € Z~q. Let E;; be the t X s matriz with 1 in the (i, j) entry and 0 elsewhere.
Let A € My«s(IF). Then there exist

re{l,...,min(s,t)}, Pe€GL(F), Q&cGL(F)
such that A= Pl1.Q, where 1, = FE11+ -+ Epp.

Proof. Step 1. (For an example of this step see Example (2.4.3))
Let j; be minimal such that column j; of A has a nonzero entry.
Let 41 be maximal such that A(iy,j1) # 0. Let

AV =5y (34) e (ARR) s (M) 4

Let j» be minimal such that column js of A1) has a nonzero entry below row 1.
Let ¢5 > 1 be maximal such that A(l)(iQ,jg) #0. Let

9 A (2,5) ) AW (3.55) \ L AW (1-1)\ "L 1
AD = () s (i) oosen (i) A

Let j3 be minimal such that column js of A has a nonzero entry below row 2.
Let i3 > 2 be maximal such that A (i3,73) # 0. Let

3 A2) 3,j -1 A2) 4,7 -1 A@) (G —1,5 -1 2
AQ = s (Goes) s (Gmiey) s (Geear) A

Continue this process until it happens that there does not exist j,4; such that column j,41 of A
has a nonzero entry below row r. Then A() has the property that

the first nonzero entry in row j + 1 is to the right of the first nonzero entry in row j.

and
e A(i1—1,511) A(2,51) A(1,51)
A= (S“_l ( Al(il,jlﬁ > 82 (A(il,jll)) 51 <A(i1,j11)))
. AW (i3-1,5) AN (3,5) AW (2,55)
. (812_1 ( A(1>(2i2,j2)2 ) 83 (A(l)(imfz)) 52 (A(l)(iz,;)))
A AW (. —1,5r) AW (r4+1,5r) AW (1) r
el (G ) e (Sl ) o (Gl ) - 40 (Afact)

Then

A = (hy (A1, 71)) - B (A (1, )

(-1, 4, D, jr
(o (g =) o (i)

)2, j ")(1. j ()1, j
(o Gy oy oo Gimip)) o Giip)

where R is given by

A<T>(l~c,j) ika{l,...,T} andje{jk,jk—i—l,...,s}
R(k,j) = ¢ A7®30" and j & {jrsa, ... 0r}s
0, otherwise.
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Step 2. (For example of this step see Example [2.4.4])
Let ¢,q41 < -+ < ¢s—1 < ¢g be such that {j1,...,Jr,¢r41,-..,¢s} ={1,...,s}. Then

R=1,-Q, where Q€ GLs(F)

is given by

(r) . (r) , Cs
Q= (xr,s(M) - '“:S<W>)

: (wr,rﬂ (W) IR (W» (Qform)

'(ST"..SjT—]_)"‘(52"‘8‘7'2—1)‘(81‘.'8]'1—1)'
Summary. In summary, A = P1,Q where P € GL(F) and Q € GL4(F) are given by
— (o Al —=1511)\ . A2.41) A(L41)
P = (si-1 ( Al(i17j1:3 ) 52 (A(i17j11)> 51 (A(ihjll)))
A (51,5 A (3,5 A (24
(8ip-1 ( A<1(>(2i2,j;)2)> s (A(l)((iz,]jz))> *2 (A“)((z'mjji))))
‘ AWM (§,—1,5,) A (r41,5,) AD (rj,)
(827‘—1 ( A(l)](ir,jrj) ) T Sr4l ( A(l)(i,«,ji) ) Sr (A(1)(Z-T,jjr)))
(h(AT (L, 1)) - he (AT, 4,))

") (o 3 (r) s Jr
. (JUT_LJ'T (Al?r) (ﬁr_ 1?;3_1)) c TG, (M)>

(o 5 (r(1. 5 (1.4
e (m,jg (M)m,jg <M)) " T1,52 (M)

and @ is as in 1j O

2.4.3 A greedy reduction example
This is an example of Step 1 of the proof of Theorem Let

c 1 0 O 1 0 0 O 1 0 0 O
1 0 0 O 0 ¢c1 0 01 0O
81(0): 0010l 82(0): 010 0l 53(6): 00 ¢ 1]
0 0 0 1 0 0 0 1 0 010
and let
-3 =36 -39 —42 —-46 -&4
233 293
A— -9 —-108 -5 —114 = —167
3 36 39 42 45 48
1 25 13
0 0 i 6 T 5
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Then
-3 =36 -39 —42 —-46 -—-&4
233 293
P R L S e (1
3 36 39 42 45 48
1 25 13
0 0 i 6 T 3
-3 =36 -39 —42 —-46 -&4
s2(—3) 3 36 39 42 45 48
-2 o o 1 12 % -2
o o 1 6 2z B
3 36 39 42 45 48
O 0 0 0 -1 -36
=nBnEDlg 0 1 9 3 g3
i J5 13
0 O i 6 T 5
3 36 39 42 45 48
O 0 0 0 -1 =36
= s2(—3)s1(—1)s3(2) 0 0 % 6 % 123
O 0 0 0 -1 -36
3 36 39 42 45 48
o0 L1 ¢ 2 1
282(—3)31(_1)33(2)32(0) 0 0 0 0 —1 -36
o 0 0o 0 -1 -36
3 36 39 42 45 48
o0 L ¢ 2 1
= 5o(-3)s1(-Vss@nOss() [ 0 o & o A 2
O 0 0 O 0 0
In this example,
3 36 39 42 45 48
w_|0 0 0 0 -1 -36 M o e a1
A 000 L 12 B _23 and A s1(—=1)""s2(=3)""A
i g5 13
0 O i 6 T 5
Then
3 36 39 42 45 48
4@ _ |0 0 i 6 B and  A® = 5,(0)1sy(2) AD)
o 0 0 0 -1 -36
o 0 0 0 -1 -36
Then
3 36 39 42 45 48
@m_|oo0o ;6 F F 3) —142)
AY) = 00 0 0 —1 —_36 and AY =s3(1)7A
0O 0 0 O 0 0
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2.4.4 An example of the factorization a row echelon matrix

This is an example of Step 2 of the proof of Theorem Let

d 00 0 1 000 1000
010 0 0 d 0 0 0100
hi(d) = 00 1 0 ha(d) = 00 10 hs(d) = 00 d o0
000 1 000 1 00 0 1

and let z;;(c) denote the square matrix with 1s on the diagonal, ¢ in the (7, j) entry and 0 elsewhere.

36 39 42 45 48
0o 1 ¢ 2 13

3
(3) — 0 1 4 2
It A o 0 0o 0 -1 -36
0O 0 0 0 O 0
then
1 12 13 14 15 16
o o |0 0 1 24 25 26
0O 0 0 0 0 O
1 12 0 14 0 16
0 0 1 24 0 26
1
:h1(3)h2(1)h3(—1)-3323(25).%13(15).%'12(13) 0 0 0 0 1 36
0O 0 0 0 0 O
= h1(3)h2(%)h3(—1) . 1323(25)11313(15)1‘12(13) ‘R
where
1 12 0 14 0 16
1 12 0 14 0 16 1 0 00 0 O 0 0 1 24 0 26
R_00124026_0100000000136
10 o 0 0 13| |o010O0OO0O]]lO 1 0 0 0 O
0O 0 0 0 0 O 0 000 00O 0O 0 01 0 O
O 0 0 0 0 1
1 12 0 14 0 16
0 0 1 24 0 26
0O 0 0 0 1 36
=Llg 1 0 0 0 o B¢
0O 0 01 0 O
0O 0 0 0 0 1
So
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where
112 0 14 0 16 100 12 14 16
0 0 1 24 0 26 010 0 24 26
00 0 0 1 36 001 0 0 36 236(36)26(26) 216 (16)
@=10 1 000 0| |ooo0 1 o o] TYrsl4)ra12)
00 0 1 0 0 0000 1 0 H35452:
00 0 0 0 1 000 0 0 1

2.4.5 A normal form example

This is an example of the output of the proof of Theorem Combining examples and [2.4.4]

-3 -36 -39 —42 —46 -84
-9 —108 —23 114 22 167

B A=1l3 35 39 42 45 48 then A= Pl5Q,
0 0 i 6 7 %

where 2 i)

. 1 2820831 .

P = B ha(Dhs(—1) - 225(25)a15(15)an(13) 1 FLAE)
and

x36(36)x26(26)x16(16)
Q = '1325(24).’E15(14).’1524(12) in GL(;(F)
+8354892.
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