Linear algebra notes, Arun Ram October 1, 2023

10.10 Adjoints of linear transformations

Let V' be an F-vector space with a nondegenerate sesquilinear form (,): V. xV — F. Let f: V - V

be a linear transformation.

e The adjoint of f with respect to (,) is the linear transformation f*: V' — V determined by
if w,y € Vthen (f(z),y) = (z, f*(y)).

e The linear transformation f is self adjoint if f satisfies:
if z,y €V then (f(x),y) = (z,f(y)).

e The linear transformation f is an isometry if f satisfies:

ifo,yeV then (f(a), f(y)) = (a,y).

e The linear transformation f is normal if ff* = f*f.

Let {w1,...,w;} be a basis of W and assume that the dual basis {w',...,w*} of W exists.

w = cyw! + - cpw then ¢; = (w,w;) and so
w = (w,wi)w' + - + (w, wi)w".
If w e W then
Fr(w) = (f*(w), w)w! + -+ (f*(w), wp)w® = (w, flw))w! + -+ (w, fwp))w",
and this specifies f*: W — W in terms of f. Then
f is self adjoint if f = f* and f is an isometry if ff* =1,
HW: Let V = F" with basis (ey,...,e,) and inner product given by
0
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e = with 1 in the ith row and (e, e;) = d;5.
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Let f: V — V be a linear transformation of V' and let A be the matrix of f with respect to the basis

(e1,...,en). Show that, with respect to the basis (e1,...,ey),
the matrix of f* is A=A

Since

n n n

Do A(iG)ei = fej) =Y (ej, flea))ei = (e, Ak, Dexer = Y A(j,1)es,
i=1

i=1 i=1 k=1 i=1

then A*(i,7) = A(4,1).
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