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1 The ring Z[P]"

Proposition 1.1. Z[P]W is a polynomial ring, i.e. there are algebraically independent elements
€1, en € Z[P]V such that
ZIP\V = Zley, ..., en).

Proof. Let ey, ..., e, € K[P]" be such that
e; = x** + (lower terms in dominance order).

If)\:€1w1+---+£nwn€P+ then

01 fo Cn

ejrey e = a + (lower terms in dominance order).

Thus {ef - el | £1,...,4, € Zo} is a basis of K[P]" and the result follows. O

The Shi arrangement A~ is the arrangement of (affine) hyperplanes given by

H, ={xeR"| (z,a) =0},

- _ +
A" ={Hy,H,_s |« € R"} where Hy s ={zeR"|{r.a")=—1}, (1.1)

Consider the partition of hy formed determined by the Shi arrangement. Each chamber wC,
w € W, contains a unique region of A~ which is a cone, and the vertex of this cone is the point

Ap =w ! < Z w,-) . (1.2)
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The arrangement A~
Theorem 1.2. Z[P] is a free Z[P)" module of rank |W| with basis {z** | w € W}.
Proof. The proof is accomplished by establishing three facts:

(1) Let fy, y € W, be a family of elements of Z[P]. Then det(zf,) is divisible by H (1 — a2,
aERT

wi/2

(2) det (zx)‘y)%yew = ( H zf(1 — x_a)>

a>0

(3) If f € Z[P] then there is a unique solution to the equation

Z ™ = f, with aw € Z[P]V.
weW

(1) For each @ € RT subtract row zf, from row sqzf,. Then this row is divisible by (1 —

x~%). Since there are |W|/2 pairs of rows (zfy, sqzfy) the whole determinant is divisible by

(1—a2=*)WI/2 For a, 3 € RT the factors (1 —2z~%) and (1 — X 7) are coprime, and so det(zf,)

is divisible by H (1 —2=*)WI/2_(2) Since y), is dominant, yA, > zy),. So all the entries in
aERT

the yth column are (weakly) less than the entry on the diagonal. If y\, = zyA, then z is in the

stabilizer of
S
o €R(y)
Thus £(y~ ') = £(z=Y) +£(zy~Y). If £(y) < £(2) then £(zy~!) = 0 and so z = y. Thus, if the rows
are ordered so that the yth row is above the zth row when ¢(y) < ¢(z) then all terms above the
diagonal are strictly less than the diagonal entry.



Thus the top coefficient of det(zz*v) is equal to

[ == [ I+ - ﬁlxuwvmwi _ ()WI/2,

ZEW zEW i
8;2<z2
Since s; det(z2*) = — det(zz*) the lowest term of det(zzv) is wq (z?)W1/2 = (22)~IWI/2, These
[w1/2
are the same as the highest and lowest terms of | z* H (1—27%) and so (2) follows

a€Rt
from (1). (3) Assume that a, € Z[P]" are solutions of the equation D yew z*a, = f. Act on

this equation by the elements of W to obtain the system of |IW| equations

Z (z2™)a, = 2f, zeW.

yeWw

By (1) the matrix (za*),,ew is invertible and so this system has a unique solution with
ay € Z[P]W. Cramer’s rule provides an expression for a, as a quotient of two determinants.
By (1) and (2) the denominator divides the numerator to give an element of Z[P]. Since each
determinant is an alternating function (an element of Fock space), the quotient is an element of
Z[PW. O

Remark. In [Sb2] Steinberg proves this type of result in full generality without the assumptions
that W acts irreducibly on hp and L = P. Note also that the proof given above is sketchy,
particularly in the aspect that the top coefficient of the determinant is what we have claimed it
is. See [Sb2] for a proper treatment of this point.
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