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Abstract
Abstract.

1 Deformations

A Lie bialgebra is a pair (g, δ), where g is a Lie algebra and δ : g→ g⊗ g is a linear map, such
that

(a) [x⊗ 1 + 1⊗ x, δ(y)]− [y ⊗ 1 + 1⊗ y, δ(x)] = 0, for all x, y ∈ g,

(b) δ∗ : g∗ ⊗ g∗ → g∗ is a Lie bracket.

Alternatively, a Lie bialgebra is a pair (g, φ) where g is a Lie algebra, φ : g→ ∧2g is a 1-cocycle
so that (g, φ) is a Lie coalgebra.

A Manin triple is a Lie algebra p with an invariant scalar product 〈, 〉 : p ⊗ p → p and a
decomposition p = p1⊕p2 such that p1 and p2 are isotropic. If (p, p1, p2) is a Manin triple define

φ : p1 → ∧2p1 by φ(x) =???.

Then the map
{Manin triples} ←→ {Lie bialgebras}
(g⊕ g∗, g, g∗) ← (g, φ)

(p, p1, p2) 7−→ (p1, φ)

is a bijection.
Let (g, δ) be a Lie bialgebra. A deformation of the universal enveloping algebra U(g) is a

Hopf algebra U over C[[h]], such that U = U(g)[[h]] as a C[[h]]− module with the following
properties:
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(a) U/hU ' U(g) as Hopf algebras, and

(b)
∆(a)−∆op(a)

h
modh = δ(amodh), for a ∈ U .

1.1 Existence of deformations

1.2 Equivalence of deformations and the trivial deformation

1.3 Obstructions

2 The Lie algebra g[u]

Let g be a finite dimensional complex semisimple Lie algebra. Let (, ) be an ad-invariant bilinear
form on g, and let {xi} be an orthonormal basis of g with respect to this form. The Casimir
element of g is the element of g⊗ g given by

t =
∑

i

xi ⊗ xi, in g⊗ g.

The graded Lie algebra of polynomials in u with coefficients in g is

g[u] = g⊗ C[u] =
⊕

i∈Z≥0

gui, with [xui, yuj ] = [x, y]ui+j , and deg(xuk) = k,

defining the bracket and grading on g[u]. Then g[u] is a graded Lie bialgebra with cobracket
defined by the map

δ : g[u]→ g[u]⊗ g[u] = (g⊗ g)[u, v] given by δ(p(u)) =
[
p(u)⊗ 1 + 1⊗ p(v),

t

u− v

]
,

for any p(u) ∈ g[u]. The map δ is well defined since [x⊗ 1+1⊗x, t] = 0 for x ∈ g. If x ∈ g then

δ(xui) =
[
xui ⊗ 1 + 1⊗ x vi,

t

u− v

]
=

1
u− v

([x⊗ 1, t]ui + [1⊗ x, t]vi)

=
1

u− v
([x⊗ 1, t]ui − [x⊗ 1, t]vi) = [x⊗ 1, t]

ui − vi

u− v
= [x⊗ 1, t](ui−1 + ... + vi−1).

The last expression is a polynomial in u and v. In particular,

δ(xu) = [x⊗ 1, t] and deg(δ) = −1.

The classical r-matrix is

r(u, v) =
t

u− v
so that δ(p(u)) =

[
p(u)⊗ 1 + 1⊗ p(v),

t

u− v

]
.

Since r satisfies the “triangle” or classical Yang-Baxter relation (CYBE),

[r12, r13] + [r12, r23] + [r13, r23] = 0,

but since r is not really an element of g[u]⊗g[u] = g[u, v], the pair (g[u], r) is “pseudotriangular”.
If

γλ : g[u] −→ g[u]
p(u) 7−→ p(u + λ)

then (γλ ⊗ id)(r) =
t

u + λ− v
=
∑

k∈Z≥0

t(v − u)kλ−k−1

is a power series in λ−1 with coefficients in g[u]⊗ g[u].
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3 Definition of the Yangian

We will give five definitions of the Yangian:

(a) As a deformation of Ug where g = a[u],

(b) By a presentation with generators a and au,

(c) By a presentation in loop form,

(d) RTT presentation,

(e) By degeneration from Uqĝ.

The Yangian Yh(g) is a graded Hopf algebra deformation of the graded Lie bialgebra g[u]
with

deg(h) = 1 and generators x and J(x), for x ∈ g,

which have classical limits x and xu, respectively. The formulas

∆(x) = x⊗ 1 + 1⊗ x and ∆(J(x)) = J(x)⊗ 1 + 1⊗ J(x) +
h

2
[x⊗ 1, t]

are forced by the degree condition and

∆(J(x))−∆op(J(x))
h

=
h
2 [x⊗ 1− 1⊗ x, t]

h
=

h[x⊗ 1, t]
h

= [x⊗ 1, t] = δ(xu).

Then
[x, y]h = [x, y]

is forced by the degree condition. It seems that we could have

[x, J(y)]h = J([x, y]) + hz, for some z ∈ g.

Is there a reason why z = 0??
Note that the maps

γλ : Yh(g) −→ Yh(g)
x 7−→ x

J(x) 7−→ λJ(x)
h 7−→ λh

for λ ∈ C∗,

are Hopf algebra isomorphisms (essentially because Yh(g) is a graded Hopf algebra). Hence

Ya(g) ∼= Yb(g), for any a, b,∈ C∗.

We have Y0(g) = U(g[u]) 6∼= Y1(g).
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4 The automorphisms τλ

The automorphisms τλ, λ ∈ C, of g[u] given by

τλ : g[u] −→ g[u]
xuk 7−→ x(u + λ)k, for x ∈ g,

have analogues for Y (g). For each λ ∈ C the map

τλ : Y (g) −→ Y (g)
x 7−→ x

J(x) 7−→ J(x) + λx, for x ∈ g,

is a Hopf algebra automorphism,

∆(τλ(a)) = (τλ ⊗ τλ)(∆(a)), for a ∈ Y (g).

Then

τa(Hi,r) =
r∑

s=0

(
r

s

)
ar−sHi,s and τ(X±

i,r) =
r∑

s=0

(
r

s

)
ar−sX±

i,s

in Y (g).

5 The evaluation homomorphisms evλ : Y (sln)→ Usln

By the Jacobi identity, the map

g⊗ g −→ g

x⊗ y 7−→ [x, y]
, is a g-module homomorphism.

If g = sln then there is a another copy of g in g ⊗ g. Let π : g ⊗ g → g be the projection onto
this other copy and define

evλ : Y (sln) −→ Usln
x 7−→ x

J(x) 7−→ ax +
1
4

∑
i

π(x⊗ xi)xi,
for λ ∈ C.

These are algebra homomorphisms but not Hopf algebra homomorphisms.
The evaluation map is given by

eva : Uh(L(sl2)) −→ Uh(sl2)
ξ+
0 7−→ ξ+

ξ−0 7−→ ξ−

ξ+
1 7−→ q−1a−1ehκξ+

ξ−1 7−→ q−1a−1ξ−ehκ

ξ+
−1 7−→ qae−hκ xi+

ξ−−1 7−→ qaξ−e−hκ

On the representation (eva) ∗ (L(mω1))

ξ+vi = [m− i + 1]vi−1 and ξ−vi = [i + 1]vi+1,
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and so

ξ+
0 vi = [m− i + 1]vi−1 ξ−0 vi = [i + 1]vi+1,

ξ+
1 vi = qm−2i+2[m− i + 1]vi−1(qa)−1, ξ−1 vi = (qa)−1qm−ivi+1

xi+−1vi = (qa)q−(m−2(i−1))[m− i + 1]vi−1, ξ−−1vi = (qa)q−(m−i)vi+1,

On the representation (eva)∗(L(mω1)) the algebra Y (sl2) acts as

x+
k vi =

(
a +

m− 2i− 1
2

)k

(m− i− 1)vi−1.

6 The R matrix

Theorem 6.1. There is a unique formal power series

R(λ) = 1 +
∑

k∈Z>0

Rkλ
−k, with Rk ∈ Y (g)⊗ Y (g),

such that

(∆⊗ id)(R(λ)) = R13(λ)R23(λ) and (τλ ⊗ id)∆op(a) = R(λ)((τλ ⊗ id)∆(a))R(λ)−1,

for a ∈ Y (g).

Conceptually,

R(λ) = (τλ ⊗ id)(R), for some R such that ∆op(a) = R∆(a)R−1,

(∆⊗ id)(R) = R13R23, (id⊗∆)(R) = R13R12, and R12R21 = 1.

Facts about R(λ):

(a) R12(λ1 − λ2)R13(λ1 − λ3)R23(λ2 − λ3) = R23(λ2 − λ3)R13(λ1 − λ3)R12(λ1 − λ2),

(b) R12(λ)R21(−λ) = 1,

(c) (τµ ⊗ τν)(R(λ)) = R(λ + µ− ν),

(d) R1 = t.

(e) lnR(λ) = λ−1t + λ−2

(∑
i

J(xi)⊗ xi − xi ⊗ J(xi)

)
+ · · ·

Proof. (c) Let
∆λ,µ = (τλ ⊗ τµ)∆ and ∆op

λ,µ = (τλ ⊗ τµ)∆op.

Then the second defining relation for R(λ) can be written?

∆λ,µ(a)R(λ− µ) = R(λ− µ)∆op
λ,µ(a).

Then R(λ) is characterized by the conditions

R(λ)∆λ,0(a) = ∆op
λ,0R(λ) and (∆⊗ id)R(λ) = R13(λ)R23(λ).
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Then, since τµ is an automorphism of Y (g),

(τµ ⊗ τµ)(R(λ))∆λ+µ,µ(a) = ∆op
λ+µ,µ(a)(τµ ⊗ τµ)(R(λ)).

So
(τµ ⊗ τµ)(R(λ))∆λ,0(τµ(a)) = ∆op

λ,0(τµ(a))(τµ ⊗ τµ)(R(λ)).

So
(τµ ⊗ τµ)(R(λ))∆λ,0(b) = ∆op

λ,0(b)(τµ ⊗ τµ)(R(λ)),

for all b ∈ Y (g). Furthermore,

(∆⊗ id)((τµ ⊗ τµ)(R(λ)) = (τµ ⊗ τµ ⊗ τµ)(∆⊗ id)(R(λ))

= (τµ ⊗ τµ ⊗ τµ)(R13(λ)R23(λ))

= (τµ ⊗ τµ)(R(λ))13(τµ ⊗ τµ)(R(λ))23.

So
(τµ ⊗ τµ)(R(λ)) = R(λ).

Then

(τµ ⊗ τν)(R(λ))∆λ+µ,ν(a) = (τµ ⊗ τν)(R(λ)∆λ,0(a)
= (τµ ⊗ τν)(∆

op
λ,0(a)R(λ))

= ∆op
λ+µ,ν(a)(τµ ⊗ τν)(R(λ))

and

(∆⊗ id)(τµ ⊗ τν)R(λ) = (τµ ⊗ τµ ⊗ τν)(∆⊗ id)R(λ)

= (τµ ⊗ τµ ⊗ τν)(R13(λ)R23(λ))

= (τµ ⊗ τν)(R(λ))13(τµ ⊗ τν)(R(λ))23

and so
(τµ ⊗ τν)R(λ) = R(λ + µ− ν).

(a)

R12(λ1 − λ2)R13(λ1 − λ3)R23(λ2 − λ3)

= R12(λ1 − λ2)(τλ1 ⊗ τλ2 ⊗ id)(R13(−λ3)R23(−λ3))

= R12(λ1 − λ2)(τλ1 ⊗ τλ2 ⊗ id)(∆⊗ id)(R(−λ3))

= R12(λ1 − λ2)(∆λ1,λ2 ⊗ id)(R(−λ3))

= (∆op
λ1,λ2

⊗ id)(R(−λ3))R12(λ1 − λ2)

= (τλ1 ⊗ τλ2 ⊗ id)(∆op ⊗ id)(R(−λ3))R12(λ1 − λ2)

= (τλ1 ⊗ τλ2 ⊗ id)(R23(−λ3)R13(−λ3))R12(λ1 − λ2)

= R23(λ2 − λ3)R13(λ1 − λ3))R12(λ1 − λ2)

(b)

∆λ,0(a)R12(λ)R21(−λ) = R12(λ)∆op
λ,0(a)R21(−λ)

= R12(λ)(τλ ⊗ τλ)∆op
0,−λ(a)R21(−λ)

= R12(λ)(τλ ⊗ τλ)(∆−λ,0,(a)R(−λ))op

= R12(λ)(τλ ⊗ τλ)(R(−λ)∆op
−λ,0,(a))op

= R12(λ)R21(−λ)∆λ,0(a)).
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So???
R12(λ)R21(−λ) = 1.

Theorem 6.2. Fix a finite dimensional irreducible representation

ρ : Y (g) −→Mn(C) and let Rρ(λ) = (ρ⊗ ρ)R(λ).

Then, up to a scalar factor, Rρ(λ) is the unique solution to the system

Rρ(λ− µ)P+
ρ,x(λ, µ) = P−

ρ,x(λ, µ)Rρ(λ− µ), for x ∈ g,

where
P+

ρ,x(λ, µ) = (ρ⊗ ρ)∆λ,µ(J(x)) and P−
ρ,x(λ, µ) = (ρ⊗ ρ)∆op

λ,µ(J(x))

Note that

∆op
λ,µ(J(x)) = (τλ ⊗ τµ)(J(x)⊗ 1 + 1⊗ J(x) +

1
2
[x⊗ 1, t])op

= (J(x) + λx)⊗ 1 + 1⊗ (J(x) + µx) +
1
2
[x⊗ 1, t]op

= (J(x) + λx)⊗ 1 + 1⊗ (J(x) + µx)− 1
2
[x⊗ 1, t]

Theorem 6.3. ?? Let ρ : g→ End(V ) be a representation of g and let

R(u) = 1 + u−1(ρ⊗ ρ)(t) +
∑

k∈Z>1

u−kRk, Rk ∈ End(V ⊗ V ),

a solution to the QYBE. Then there is a representation

π : Y (g)→ End(V ) such that R(u) = f(u)(π ⊗ π)(R(u)),

with f(u) a constant. So every solution to the QYBE of the above power series form comes from
a representation of Y (g).

Theorem 6.4. Let ρ̂ : g→Mn(C) be an irreducible representation of g. Let R̂ρ̂(λ) ∈Mn(C)⊗
Mn(C) be a solution of QYBE with the property

R̂ρ̂(λ) = 1⊗ 1 +
1
λ

∑
xi ⊗ xi + higher terms in λ.

Then there is a unique extension of ρ̂ to a representation ρ : Y (g)→Mn(C) such that

R̂ρ̂(λ) = f(λ)Rρ(λ),

where Rρ(λ) = (ρ⊗ ρ)R(λ), f(λ) ∈ 1 + λ−1C[[λ]].
ρ is unique up to the shift by τµ.

Let ρ : Y (g) → Mn(C) be an irreducible nontrivial representation and let Rρ(λ) = (ρ ⊗
ρ)R(λ). Define an algebra Aρ with generators {t(k)

ij |1 ≤ i, j ≤ n, k ∈ Z≥0} and the relations

Rρ(λ− µ)(T (λ)⊗ id)(id⊗ T (µ)) = (id⊗ T (µ))(T (λ)⊗ id)Rρ(λ− µ).
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Here T (λ) is the matrix with entries

tij(λ) = δij +
∑

k

t
(k)
ij λ−k

This is a Hopf algebra with the comultiplication

∆tij(λ) =
∑

l

til(λ)⊗ tlj(λ)

Theorem 6.5. a) There is a surjective Hopf algebras homomorphism φ : Aρ → Y (g), given by

T (λ)→ (ρ⊗ id)R(λ).

b) The kernel of φ is spanned by the elements {c1, c2, ...} of the center of Aρ c) The element

c(λ) = 1 +
∑

ckλ
−k

is group like: ∆(c(λ) = c(λ)⊗ c(λ)

Example. Let g = sln with inner product

〈x, y〉 = tr(xy), for x, y ∈ sln.

Let
ρ : Y (sln) −→ Mn(C)

x 7−→ x, for x ∈ sln,
J(x) 7−→ 0, for x ∈ sln.

Then

Rρ(λ) = f(λ)(1 + λ−1σ) where
σ : Cn ⊗ Cn −→ Cn ⊗ Cn

m⊗ n 7−→ n⊗m

and f(λ) ∈ 1 + λ−1C[[λ−1]] is determined by

f(λ− 1)f(λ− 2) · · · f(λ− n) = 1− λ−1.

In this case Aρ = Y (gln(C))

7 The algebra Y (gln)

The matrix

R(u) = u id + σ, where
σ : V ⊗ V −→ V ⊗ V

m⊗ n 7−→ n⊗m

satisfies the QYBE

R12(u)R13(u + v)R23(v) = R23(v)R13(u + v)R12(u).

Let
T (u) = (tij(u)) where tij(u) = δij +

∑
k∈Z≥1

t
(k)
ij u−k.

We want
R(u− v)(T (u)⊗ id)(id⊗ T (v)) = (id⊗ T (v))(T (u)⊗ id)R(u− v).
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Define

τv : Y (gln)→ Y (gln) by τv(tij(u)) = tij(u + v), and let τu,v = τu ⊗ τv.

Define a coproduct on Y (gln) by

∆(tij(u)) =
n∑

k=1

tik(u)⊗ tkj(u).

Then
R(v − u)(τu,v∆op(a)) = (τu,v∆(a))R(v − u), for all a ∈ Y (gln).

Consider the irreducible slN -module CN . Then

R(u) = 1⊗ 1 +
N∑

i,j=1

(Eij ⊗ Eji)u−1

is a solution of the QYBE in End(CN ⊗ CN ) such that the u−1 term coincides with the action
of the “Casimir” t =

∑
xi ⊗ xi, where {xi} is an orthnormal basis of slN . Hence we

define Y (glN ) by generators T
(r)
ij , 1 ≤ i, j ≤ N, r ∈ Z≥0,

with relations

T
(0)
ij = δij and R(u− v)T (u)⊗ id)(id⊗ T (v)) = (id⊗ T (v))(T (u)⊗ id)R(u− v)

where
T (u) = (Tij(u)) and Tij(u) =

∑
k∈Z≥0

T
(k)
ij u−k.

Then there is a surjective map

φ : Y (glN ) −→ Y (N ) with ker φ = Z(Y (glN)) = 〈c1, c2, . . .〉,

where

AN (u) = 1 + c1u
−1 + c2u

−2 + · · · =
∑

π∈SN

(−1)`(π)T1π(1)(u)T2π(2)(u− 1) · · ·TNπ(N)(u−N + 1).

The evaluation map

ev : Y (N ) −→ UslN
x 7−→ x

J(x) 7−→ 0,
extends to

ev : Y (N ) −→ UslN
Tij(u) 7−→ δij + Ejiu

−1

and the automorphisms

τλ : Y (slN ) −→ Y (slN )
x 7−→ x

J(x) 7−→ J(x) + ax
extend to

τλ : Y (glN ) −→ Y (glN )
Tij(u) 7−→ Tij(u + λ)

The evaluation map sends

Z(Y (gl1)) Z(Y (gl2)) Z(Y (glN )
∩| ∩| ∩|

Y (gl1) ⊆ Y (gl2) ⊆ · · · ⊆ Y (glN )
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to
Z(U(gl1)) Z(U(gl2)) Z(U(glN )
∩| ∩| ∩|

U(gl1) ⊆ U(gl2) ⊆ · · · ⊆ U(glN )

Let λ be a partition and let v+
λ be a highest weight vector for UglN of weight λ. Then

Ak(u)v+
λ = ev

∑
π∈Sk

(−1)`(π)T1π(1)(u) · · ·Tkπ(k)(u− k + 1)

 v+
λ

= ev(T11(u) · · ·Tkk(u− k + 1))v+
λ

= (1 + E11u
−1) · · · (1 + Ekk(u− k + 1)−1)v+

λ

=
1

u(u− 1) · · · (u− k + 1)
(u + E11)(u− 1 + E22) · · ·u− k + 1 + Ekk)v+

λ

=
(λ1 + u)(λ2 + u− 1) · · · (λk + u− k + 1)

u(u− 1) · · · (u− k + 1)
v+
λ

=
k∏

i=1

u + c(ri(λ)) + 1
u + c(`i(λ))

v+
λ ,

where ri(λ) is the rightmost box in row i of λ and `i(λ) is the leftmost box in row i of λ.
The map φ : Y (glN )→ Y (N ) satisfies

φ

(
Ai+1(u)Ai−1(u− 1)

Ai(u)Ai(u− 1)

)
= Hi(u), where Hi(u) = 1 +

∑
k≥0

Hi,ku
−k−1,

and A0(u) = 1. So

Hk(u) =

∏k+1
i=1

u+c(ri(λ))+1
u+c(`i(λ)) ·

∏k−1
i=1

u+c(ri(λ))
u+c(`i(λ))−1∏k

i=1
u+c(ri(λ))+1

u+c(`i(λ)) ·
∏k

i=1
u+c(ri(λ))

u+c(`i(λ))−1

=
u+c(rk+1(λ))+1

u+c(`k+1(λ))

u+c(rk(λ))
u+c(`k(λ)−1

=
(u + c(rk+1(λ)) + 1)(u + c(`k(λ))− 1)

(u + c(`k+1(λ)))(u + c(rk(λ)))

and this determines the Drinfeld polynomials of L(λ).
The diagram

Y (glM )⊗ Y (glN ) ↪→ Y (glM+N )yφ⊗φ

yφ

UglM ⊗ UglN ↪→ UglM+N

commutes and

if L(λ/µ) =
(
ResglM+N

glM
L(λ)

)+

µ
then L(λ) ∼=

⊕
µ

L(µ)⊗ L(λ/µ)

as glM ⊗ glN modules. In this way L(λ/µ) is an Y (glN )-module.
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8 Presentation of the Yangian

The Yangian Yh(g) is a the graded Hopf algebra over C[[h]] given by generators

x and J(x), x ∈ g,

with
deg(x) = 0, deg(J(x)) = 1, deg(h) = 1,

and the relations
J(ax + by) = a(x) + bJ(y), for a, b ∈ C,

[x, y] = [x, y], [x, J(y)] = J([x, y]),

[J(x), J([y, z])] + [J(z), J([x, y])] + [J(y), J([z, x])]

=
h2

4

∑
α,β,γ

〈[x, Iα], [[y, Iβ ], [z, Iγ ]]〉 {Iα, Iβ , Iγ},

[[J(x), J((y)], [z, J(w)]] + [[J(z), J(w)], [x, J(y)]]

=
h2

4

∑
α,β,γ

〈[x, Iα], [[y, Iβ], [[z, w], Iγ ]]〉 {Iα, Iβ , J(Iγ)},

where
{z1, z2, z3} =

1
6

∑
π∈S3

zπ(1)zπ(2)zπ(3).

The Hopf algebra structure is given by

∆(x) = x⊗ 1 + 1⊗ x,

∆(J(x)) = J(x)⊗ 1 + 1⊗ J(x) +
h

2
[x⊗ 1, t],

ε(x) = ε(J(x)) = 0.

S(x) = −x, S(J(x)) = −J(x) +
c

4
x,

where c is the eigenvalue of the Casimir element t in the adjoint representation of g. This is a
deformation of g[u] where the classical limit of x is x and the classical limit of J(x) is xu. Note
that

∆op(J(x))− J(x)⊗ 1 + 1⊗ J(x)− 1
2
h[x⊗ 1, t].

The relations can also be written in the form∑
i

[ai, bi] = 0 implies
∑

i

[J(ai), J(bi)] =???

and ∑
i

[[ai, bi], ci] = 0 implies
∑

i

[[J(ai), J(bi)], J(ci)] =???

If g = sl2 the the first of these is unneeded and if g 6= sl2 then the second of these is unneeded.

11



9 Loop presentation of the Yangian

There is another presentation of Y (g) by

generators X±
i,r and H,i,r, for 1 ≤ i ≤ n, r ∈ Z≥0,

with
deg(X±

i,r) = deg(Hi,r) = r,

and such that the classical limit of X±
i,r is X±

i ur, and the classical limit of Hi,r is Hiu
r. The

relations are

[Hi,r,Hi,s] = 0, [Hi,0, X
±
j,s] = ±2〈αi, α

∨
j 〉X

±
j,s, [X+

i,r, X
−
j,s] = δijHi,r+s,

[Hi,r+1, X
±
j,s]− [Hi,r, X

±
j,s+1] = ±h〈α∨i , α∨j 〉(Hi,rX

±
j,s + X±

j,sHi,r),

[X±
i,r+1, X

±
j,s]− [X±

i,r, X
±
j,s+1] = ±h〈α∨i , α∨j 〉(X

±
i,rX

±
j,s + X±

j,sX
±
i,r),

and, if i 6= j and m = 1− 〈αi, α
∨
j 〉 and r1, . . . , rn ∈ Z≥0 then∑

π∈Sm

[X±
i,rπ(1)

, [X±
i,rπ(2)

, [. . . , [X±
i,rπ(m)

, X±
j,s] · · · ] = 0.

The relations imply that

X±
i,r+1 = ±1

2
[Hi,1, X

±
i,r]−

1
2

2
〈αi, αi〉

(Hi,0X
±
i,r + X±

i,rHi,0) and Hi,r+1 = [X+
i,r+1, X

−
i,0].

Remark. Perhaps formulas for ∆(X±
i,r) and ∆(Hi,r) are not known.

The relation between the two presentations is given by

Hi = 〈αi,αi〉
2 Hi,0, X±

i = X±
i,0,

J(Hi) =
〈αi, αj〉

2

Hi,1 −
(

2Hi

〈αi, αi〉

)2

+
1
4

∑
β∈R+

〈αi, β
∨〉
(
X+

β X−
β + X−

β X+
β

) ,

J(X±
i ) = X±

i,1 −
1
4

2
〈αi, αi〉

(X±
i Hi + HiX

±
i )± 1

4

∑
β∈R+

2
〈β, β〉

(
[X±

i X±
β ]X∓

β + X∓
β [X±

i , X±
β ]
)
.

10 Definition of the affine quantum group

11 Presentation of the affine quantum group

12 Loop presentation of the affine quantum group

13 Spectral algebras

Let A be a Hopf algebra with an invertible element

R ∈ A⊗A such that R∆(a)R−1 = ∆op(a),

12



for all a ∈ A. Let R =
∑

ai ⊗ ai. If M and N are A-modules, define the operator

ŘMN : M ⊗N −→ N ⊗M
m⊗ n 7−→

∑
ain⊗ aim

where R =
∑

ai ⊗ ai,

is an A-module isomorphism since

ŘMN (a(m⊗ n)) = ŘMN (∆(a)(m⊗ n)) = σR∆(a)(m⊗ n)

= σ∆op(a)σσ−1R(m⊗ n) = ∆(a)ŘMN (m⊗ n)
(13.1)

The pair (A,R) is a quasitriangular Hopf algebra if

(∆⊗ id)(R) = R13R23 and (id⊗∆)(R) = R13R12.

These relations say that if M,N and P are A-modules then

ŘM⊗N,P = (ŘMP ⊗ id)(id⊗ ŘNP ) and ŘM,N⊗P = (id⊗ ŘMP )(ŘMN ⊗ id),

as operators on M ⊗N ⊗ P .
Then

C0 = {µ ∈ A∗ | µ(xy) = µ(yx)} is a commutative algebra,

since, if `1, `2 ∈ C0 and a ∈ A then

(`2`1)(a) = (`1 ⊗ `2)∆op(a) = (`1 ⊗ `2)R∆(a)R−1

= (`1 ⊗ `2)∆(a)R−1R = (`1 ⊗ `2)∆(a) = (`1`2)(a),

where the third equality uses the definition of C0.
If (A,R) is a quasitriangular Hopf algebra thenR satisfies the quantum Yang-Baxter equation

(QYBE),
R12R13R23 = R12(∆⊗ id)(R) = (∆op ⊗ id)(R)R12 = R23R13R12. (13.2)

Since

R = (ε⊗ id⊗ id)(∆⊗ id)(R) = (ε⊗ id⊗ id)R13R23 = (ε⊗ id)(R) · R, and

R = (id⊗ id⊗ ε)(id⊗∆)(R) = (id⊗ id⊗ ε)R13R23 = (id⊗ ε)(R) · R,

and so
(ε⊗ id)(R) = 1 and (id⊗ ε)(R) = 1. (13.3)

Then, since

R(S⊗id)(R) = (m⊗id)(id⊗S⊗id)(R13R23) = (m⊗id)(id⊗S⊗id)(∆⊗id)(R) = (ε⊗id)(R) = 1,

it follows that
(S ⊗ id)(R) = R−1. (13.4)

Applying this to the pair (Aop,R21) gives (S−1 ⊗ id)(R21) = (R21)op, and so

(id⊗ S−1)(R) = R−1. (13.5)

Then

(S ⊗ S)(R) = (id⊗ S)(S ⊗ id)(R) = (id⊗ S)(R−1) = (id⊗ S)(id⊗ S−1(R) = R. (13.6)

The map φ : C → Z(A) in the following proposition is an analogue of the Harish-Chandra
homomorphism.

13



Proposition 13.1. Let (A,R) be a quasitriangular Hopf algebra. Then

C = {λ ∈ A∗ | λ(xy) = λ(yS2(x))} is a commutative algebra

and the map
φ : C −→ Z(A)

` 7−→ (id⊗ `)(R21R)

is a well defined algebra homomorphism.

Proof. If `1, `2 ∈ A∗ and a ∈ A then

(`2`1)(a) = (`1 ⊗ `2)∆op(a) = (`1 ⊗ `2)(R∆(a)R−1)

= (`1 ⊗ `2)(∆(a)R−1(S2 ⊗ S2)(R)), by definition of C,

= (`1 ⊗ `2)(∆(a)R−1R), by (???),
= (`1 ⊗ `2)(∆(a))
= (`1`2)(a),

and hence C is a commutative algebra.
Let a ∈ A. First note that

a⊗ 1 = (id⊗ ε)∆(a) = (id⊗m)(id⊗ S−1 ⊗ id)(id⊗∆op)∆(a)

=
∑

a

a(1) ⊗ S−1(a(3))a(2) =
∑

a

(1⊗ S−1(a(2)))(a(11) ⊗ a(12))

=
∑

a

(1⊗ S−1(a(2)))∆(a),

since S−1 is the antipode of Aop, and

a⊗ 1 = (id⊗ ε)∆(a) = (id⊗m)(id⊗ id⊗ S)(id⊗∆)∆(a)

=
∑

a

a(1) ⊗ a(2)S(a(3)) =
∑

a

(a(11) ⊗ a(12))(1⊗ S(a(2)))

=
∑

a

∆(a(1))(1⊗ S(a(2))).

Then, since
R21R∆(a) = R21∆op(a)R = ∆(a)R21R,

aφ(`) = a(id⊗ `)(R21R) = (id⊗ `)((a⊗ 1)R21R12)

= (id⊗ `)

(∑
a

(1⊗ S−1(a(2)))∆(a(1))R21R

)

= (id⊗ `)

(∑
a

∆(a(1))R21R(1⊗ S(a(2))

)
, by definition of C,

= (id⊗ `)

(
R21R

∑
a

∆(a(1))(1⊗ S(a(2)))

)
= (id⊗ `)(R21R(a⊗ 1) = (id⊗ `)(R21R)a = φ(`)a,
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and so φ(`) ∈ Z(A). Since

φ(`1`2) = (id⊗ `1`2)(R21R) = (id⊗ `1 ⊗ `2)((id⊗∆)(R21R))

= (id⊗ `1 ⊗ `2)(R21R31R13R12) = (id⊗ `1)(R21(φ(`2)⊗ 1)R12)

= (id⊗ `1)(R21R(φ(`2)⊗ 1)), since φ(`2) ∈ Z(A),
= φ(`1)φ(`2),

and so φ is a homomorphism.

14 RTT realizations

Let A be a Hopf algebra with an invertible element

R =
∑

r

ar ⊗ br ∈ A⊗A such that R∆(a)R−1 = ∆op(a),

for a ∈ A. The dual A∗ of A is a Hopf algebra. Fix a positive integer n and an index set T̂ . Let

{ρλ : A→Mn(C) | λ ∈ T̂}

be a set of representations of A. Their matrix entries

ρλ
ij : A→ C are elements of A∗.

On the ρλ
ij , the coproduct ∆: A∗ → A∗ ⊗A∗ has values

∆(ρλ
ij) =

n∑
k=1

ρλ
ik ⊗ ρλ

kj , since ρλ
ij(u1u2) =

n∑
k=1

ρλ
ik(u1)ρλ

kj(u2),

for u1, u2 ∈ A. Let

R(λ, µ) = (ρλ ⊗ ρµ)(R) and T (λ) = (ρλ
ij),

so that T (λ) is a matrix in Mn(A∗). Then

T (λ)⊗ id =
∑

i,j,k tλij(Eij ⊗ Ekk), id⊗ T (µ) =
∑

i,j,k tµk`(Eii ⊗ Ek`), and

R(λ, µ) =
∑

i,j,k,`

ρλ
ij(ar)ρ

µ
k`(br)(Eij ⊗ Ek`).

Since

R(λ, µ)(T (λ)⊗ id)(id⊗ T (µ)) =
∑
i,j,k,`

x,y

ρλ
ix(ar)tλxjρ

µ
xy(br)t

µ
y` (Eij ⊗ Ek`), and

(id⊗ T (µ))(T (λ)⊗ id)R(λ, µ) =
∑
i,j,k`
α,β

tµkβtλiαρλ
αj(as)ρ

µ
β`(bs),

the equation

R(λ, µ)(T (λ)⊗ id)(id⊗ T (µ)) = (id⊗ T (µ))(T (λ)⊗ id)R(λ, µ)
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is a concise way of encoding the relations(∑
x,y

ρλ
ix(ar)ρ

µ
ky(br)ρλ

xjρ
µ
y`

)
(a) =

∑
x,y,a

ρλ
ix(ar)ρ

µ
ky(br)ρλ

xj(a(1)ρ
µ
y`(a(2))

=
∑

a

ρλ
ij(ara(1))ρ

µ
k`(bra(2))

= (ρλ
ij ⊗ ρµ

k`)(R∆(a)) = (ρλ
ij ⊗ ρµ

k`)(∆
op(a)R)

=
∑

a

ρλ
ij(a(2)as)ρ

µ
k`(a(1)bs)

=
∑
α,β

ρλ
iα(a(2))ρ

λ
αj(as)ρ

µ
kβ(a(1))ρ

µ
β`(bs)

=

∑
α,β

ρµ
kβρλ

iαρλ
αj

(as)ρ
µ
β`(bs)

 (a)

which are satisfied by the ρλ
ij in A∗.

Let B be the Hopf algebra given by

generators tλij , 1 ≤ i, j ≤ n, λ ∈ T̂ ,

and relations

R(λ, µ)(T (λ)⊗ id)(id⊗ T (µ)) = (id⊗ T (µ))(T (λ)⊗ id)R(λ, µ)

with comultiplication given by

∆(tλij) =
n∑

k=1

tλik ⊗ tλkj .

The the map
B −→ A∗

tλij 7−→ ρλ
ij

is a Hopf algebra homomorphism.
We really want a map B → A, not B → A∗. But it is ”easy” to make maps A∗ → A. For

example, one can construct a map A∗ → A by

l→ (id⊗ l)(R) or l→ (id⊗ l)(R−1
21 ) or l→ (id⊗ l)(R21R).

In the case of Yangian or Uq(g), the composition Φ : B → A∗ → A is surjective and ker Φ is
generated by the elments of the center of B.

15 Finite dimensional representations

Let M be a Y (g)-module. Let

µi,r ∈ C, 1 ≤ i ≤ n, r ∈ Z≥0.

The µ-weight space of M is

Mµ = {m ∈M | Hi,rm = µi,rm, for 1 ≤ i ≤ n, r ∈ Z≥0}.

16



A highest weight vector is a weight vector v+ ∈M such that

X+
i,rv = 0, 1 ≤ i ≤ n, r ∈ Z≥0.

The Verma module M(µ) is the Y (g)-module generated by v+
µ with relations

Hi,rv
+
µ = µi,rv

+
µ and X+

i,rv
+
µ = 0,

for 1 ≤ i ≤ n, r ∈ Z≥0. Define

L(µ) to be the unique simple quotient of M(µ).

I DON’T LIKE THIS SETUP. THIS SHOULD BEGIN WITH A TRIANGULAR DECOMPO-
SITION OF Y (g).

Theorem 15.1. The simple module L(µ) is finite dimensional if and only if there are monic
polynomials P1, . . . , Pn ∈ C[u] such that

Pi(u + di)
Pi(u)

= 1 +
∑

r∈Z≥0

µi,ru
−(r+1), for 1 ≤ i ≤ n.

Proof. The module ResY (g)
Ug L(µ) has a Ug submodule generated by v+ and this is isomorphic to

Lg(µ), and
(X−

i,0)
λi,0+1v+ = 0, for 1 ≤ i ≤ n.

So we want
Pi(u) =

∑
r∈Z≥0

pi,ru
r, with pi,r ∈ Y (g),

such that

Pi(u + di) = Pi(u)

1 +
∑

r∈Z≥0

Hi,ru
−r−1

 .

Solving for Pi(u) is an Y (sl2) computation.

Theorem 15.2. For the affine quantum group with

X+
i,rv

+ = 0 and Φ±i,rv
+ = φ±i,rv

+.

the simple module L(φ) is finite dimensional if and only if there are monic polynomials P1, . . . , Pn ∈
C[z] with nonzero constant term such that

q
deg(Pi)
i

Pi(q−2
i z)

Pi(z)
=
∑

r∈Z≥0

φ+
i,rz

r =
∑

r∈Z≥0

φ−i,rz
r, for 1 ≤ i ≤ n.
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16 The case sl2

Let {x±, h} be a basis of sl2 with

[h, x±] = ±2x±, [x+, x−] = h.

Then Y (sl2) has
generators x±k , hk, for k ∈ Z≥0,

with relations

[hk, h`] = 0, [h0, x
±
k ] = ±2x±k , [x+

k , x−` ] = hk+`,

[hk+1, x
−
` ]− [hk, x

±
`+1] = ±(hkx

±
` + x±` hk)

[x±k+1, x
±
` ]− [x±k , x±`+1] = ±(x±k x±` + x±` x±k )

Let
x±(u) = 0 +

∑
k∈Z≥0

x±k u−k−1, and h(u) = 1 +
∑

k∈Z≥0

hku
−k−1.

Then the relations become

[h(u), h(v) = 0,

[x+(u), x−(v)] =
h(u)− h(v)

u− v
,

[x−(u), x−(v)] =
−(x−(u)− x−(v))2

u− v
,

[x+(u), x+(v)] =
(x+(u)− x+(v))2

u− v
,

[h(u), x−(v)] =
[h(u), x−(u)− x−(v)]+

u− v

[h(u), x+(v)] =
[h(u), x+(u)− x+(v)]+

u− v

where [a, b]+ = ab + ba.
The connection between the presentations is that

h = h0, x± = x±0 ,
J(h) = h1 + 1

2(x+
0 x−0 + x−0 x+

0 − h2
0), J(x±) = x±1 − 1

4(x±0 h0 + h0x
±
0 )

For λ ∈ C the maps
τλ : Y (sl2) −→ Y (sl2)

x 7−→ x
J(x) 7−→ J(x) + λx

are Hopf algebra automorphisms of Y (sl2) and the map

ev : Y (sl2) −→ Y (sl2)
x 7−→ x

J(x) 7−→ 0

is an algebra homomorphism but not a Hopf algebra homomorphism.
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Let L(m) be the irreducible sl2-module with basis {e0, . . . , em} and sl2 action

x+ei = (i + 1)ei+1, x−ei = (m− i + 1)ei−1, hei = (2i−m)ei.

Then (evτa)∗(L(m)) has Y (sl2) action given by

J(x+)ei = a(i + 1)ei+1, J(x−)ei = a(m− i + 1)ei−1, J(h)ei = a(2i−m)ei,

and

x+
k ei = (a− 1

2
m + i− 1

2
)k(i + 1)ei+1,

x−k ei = (a− 1
2
m + i− 1

2
)k(m− i + 1)ei+1,

hkei =
(

(a− 1
2
m + i− 1

2
)ki(m− i + 1)− (a− 1

2
m + i +

1
2
)ki(m− i)

)
ei,

Then x+
k em = 0 and hkem = m(a + (m− 1)/2)kem, for k ∈ Z≥0. Then

P (u + 1)
P (u)

= 1 +
∑

k∈Z≥0

m

(
a +

m− 1
2

)k

u−k−1

= 1 + m
∑

k∈Z≥0

m

(
a + (m− 1)/2

u

)k

u−k

= 1 + mu−1

(
1

1− (a + (m− 1)/2)u−1

)
= 1 +

m

u− a− (m− 1)/2
=

u− a− m
2 + 1

2 + m

u− a− m
2 + 1

2

=
u− a− m−1

2 + m

u− a− m−1
2 + m− 1

·
u− a− m−1

2 + m− 1
u− a− m−1

2 + m− 2
· · ·

u− a− m−1
2 + 1

u− a− m−1
2

and
P (u) =

(
u− a− m− 1

2
)(

u− a− m− 3
2

)
· · ·
(
u− a +

m− 1
2

)
.

For the quantum group

t0vi = q(m−2s)/2vi, t1vi = q−(m−2s)/2vi, x+
1 vi = [m− s + 1]vi−1, x−1 vi = [i + 1]vi+1,

and
P (z) = (z − a−1q−(r−1))(z − a−1q−(r−3)) · · · (z − a−1q(r−1)).

17 Schur-Weyl duality

The graded Hecke algebra produces the Schur- Weyl duality for Y (slN ).

Definition. The graded Hecke algebra of type GLk(C) is the algebra Hk, generated by the
group algebra CSk of the symmetric group Sk and the elements y1, . . . , yk with the following
relations:

σyi = yσ(i)σ, σ ∈ Sk,

[yi, yj ] =
1
4

∑
r 6=i,j

((i, j, r)− (j, i, r)).
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The algebra Hk has the grading:

deg(yi) = 1, deg(σ) = 0.

Define

ui = yi −
1
2

k∑
j=1

sgn(i− j)sij ,

where sij is the transposition in Sk which switches i and j. Then for si = (i, i + 1)

[ui, uj ] = 0, (17.1)
uisi = siui+1 + 1, (17.2)

ui+1si = siui − 1, (17.3)
ujsi = siuj , if j 6= i, i + 1, (17.4)

So C[u1, . . . , uk] ⊆ Hk, and there is an isomorphism of vector spaces

Hk = CSk ⊗ C[u1, . . . , uk].

But this is not an isomorphism of algebras: ui’s and si’ s do not commute.

Proof. Proof that the ui generators and relations determine the others.

Remark. Some history

Definition. (must be checked!) The affine Hecke algebra of type GLk(C) is the algebra H̃k, gen-
erated by the Laurent polynomials C[x±1

1 , . . . , x±1
k ] and elements T1, ..., Tk−1 with the following

relations:

T 2
i = (p− 1)Ti + p

TiTi+1Ti = Ti+1TiTi+1,

TiTj = TjTi, if |i− j| > 1,

xiTi = Tixi+1 − (p− 1)xi+1,

xi+1Ti = Tixi + (p− 1)xi+1

xjTi = Tixj , if j 6= i, i + 1.

(17.5)

Remark. Some history
Let xi = 1− (p− 1)Ui, si = Ti|p=1. Then the fourth equation in () becomes

(1− (p− 1)Ui)Ti = Ti(1− (p− 1)Ui+1)− (p− 1)(1− (p− 1)Ui+1).

Subtract Ti from each side and divide by (p− 1) to get

UiTi = TiUi+1 + 1− (p− 1)Ui+1.

Observe that if we set p = 1, we get the relation (...) in the graded Hecke algebra Hk. This
process is called degeneration. To make it precise is a pain (see Luzstig, he wrote it). If we com-
plete the graded Hecke algebra, one gets the affine Hecke algebra (Lusztig). The representations
of these algebras are the same.

For any a ∈ C one can define an automorphism

τa : Hk −→ Hk

σ 7→ σ, for σ ∈ Sk,
yi 7→ yi + a
ui 7→ ui + a.

(17.6)
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Proof. It is easy to check that this map satisfies the relations for the si and ui which are in
(???). The image of yi is then determined by the equation (???).

Remark. Recall that we have similar automorphisms in Yangians.

We also can construct an algebra homomorphism Hl ⊗ Hk → Hk+l, which extends the
homomorphism of groups Sk × Sl → Sk+l. Recall that the last one allows us to induce the
representations of Sk × Sl to the representations of Sk+l and corresponds to the multiplication
of Schur functions. This is also the source of the classical Schur - Weyl dualitiy.

The algebra homomorphism

Hl ⊗Hk −→ Hk+l

si ⊗ 1 7→ si

1⊗ si 7→ si+l

uj ⊗ 1 7→ uj

1⊗ uj 7→ uj+l

yj ⊗ 1 7→ yj +
1
2

l+k∑
r=l+1

(j, r)

1⊗ yj 7→ yj+l −
1
2

l∑
r=1

(j + l, r)

(17.7)

Proof. It is easy to check that this map satisfies the relations for the si and ui which are in
(???). The images of 1⊗ yi and yi ⊗ 1 then follow from equation (???).

Using this map we can define
IndHk+l

Hl⊗Hk
(P ⊗Q)

There are 4 objects in the picture:
1. Graded Hecke algebra Hk,
2. Yangian Y (slN )
3. Affine Hecke algebra ?Hk

4. p-adic group GLn(Qp)
Roughly speaking, we have the equivalence of the following categories:
1. All finite-dimensional modules of Hk

2. Finite-dimensional Y (slN )-modules M , such that components of ResY (slN )
U(slN )(M) are in

(CN )⊗k

3. Finite-dimensional modules of H̃k

4. Weakly ramified admissible representations of GLk(Qp) (i.e. admissible representations
with an Iwahori fixed vector).

We have the correspondence (?) of the following twistings:
1. Twisting by τa in Hk (defined above)
2. Twisting by τa in Y (slN ) (defined in sec....)
3. Twisting by τa in H̃k (here xk → eaxk)
4. If χ is a character of Q∗

p = GL1(Qp) and π is some representation π : GLk(Qp)→ End(M),
then

(χ⊗ π)(g) = χ(det(g))π(g)
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is the twisted representaion.
The modules can be multiplied ? induced? by the following means:
1. IndHk+l

Hl⊗Hk
(P ⊗Q)

2. Tensor product via δ : Y (slN )→ Y (slN )⊗ Y (slN )

3. IndH̃k+l

H̃l⊗H̃k
(P ⊗Q)

4. Parabolic induction (= Harish-Chandra induction)

M ·N = IndGLk+l

Pl,k
(IndPl,k

GLl×GLk(M ⊗N))

In each case we can ask, whether the product of modules P · Q is isomorphic to Q · P . In
all cases the answer is yes, but the isomorphism is not just permutation p · q → q · p. These
isomorphisms can be called R−matrices. From the R−matrix of any of these 4 objects one can
get the information about any other.

The Schur-Weyl duality for Yangians is the correspondance

Fk : {Hk −modules} −→ {Y (slN )modules such that . . .}
M 7−→ M ⊗SK

V ⊗k

where the Y (N ) action on M ⊗Sk
V ⊗k is given by

Iµ(m⊗ v1 ⊗ ...⊗ vk) =
k∑

i=1

m⊗ v1 ⊗ ...⊗ Iµvi ⊗ ...⊗ vk,

Jµ(m⊗ v1 ⊗ ...⊗ vk) =
k∑

i=1

yim⊗ v1 ⊗ ...⊗ Iµvi ⊗ ...⊗ vk,

Remark. Note that in terms of yi this is a nice expression but not in terms of the ui.

How one can get these formulas? We want two things:

Fk(τa(M)) = τa(Fk(M)) and Fl+k(IndHl+k

Hl⊗Hk
(M ⊗N)) = Fl(M)⊗ Fk(N).

18 Degeneration

Example: Degeneration from the double affine Hecke algebra to the double graded Hecke
algebra

Example: Degeneration from the affine Hecke algebra to the affine Hecke algebra
To get this right we should really match up the finite dimensional representations of each

algebra.
Let Uh(L(g)) be Uhg without D and with c = 0. Let A be the C[[h]]-subalgebra of

Uh(L(g))⊗C[[h]] C((h)) generated by

Uh(L(g)) and
1
h

ker f,

where
f : Uh(L(g)) −→ U(L(g)) −→ Ug

h 7−→ 0
t 7−→ 1
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19 The double affine Hecke algebra

For type A1, the double graded Hecke algebra H1,c has generators ts, x, y with

t2s = 1, tsx = −xts, tsy = −yts, [y, x] = 1− 2cs.

The double affine Hecke algebra K̃T has generators T,X and Y with

(T − τ)(T + τ−1) = 0, TXT = x−1, T−1Y T−1 = Y −1, and Y −1X−1Y XT 2 = q.

The conversion is

X = ehx, Y = ehy, T = seh2cs, q = eh2
, τ = eh2c.

Then
K̃T

hK̃T

= H1,c.

20 The graded Hecke algebra

The graded Hecke algebra H is given by

H = CW ⊗ S(h∗)

with multiplication determined by the multiplication in S(h∗) and CW and the relations

ptsi = tsi(sip) + cαi∆i(p), where ∆i(p) =
p− sip

αi
,

for p ∈ S(h∗). Equivalently, tsip = (sip)tsi + cαi∆i(p).
The affine Hecke algebra KT is given by

KT = H ⊗ C[P ],

where
H is the finite Hecke algebra, and C[P ] = span{Xλ | λ ∈ P}.

and

TiX
λ = XsiλTi + (qi − q−1

i )
Xλ −Xsiλ

1−X−αi
.

In fact, one can convert from one to the other by the formulas

Xλ = ehλ, qi = ehci , Tsi =
ehci − e−hci

1− e−hαi
− ci

αi
+ tsi .

For the graded Hecke algebra

the τ -operators are
τi : Mgen

γ −→ Mgen
siγ

m 7−→
(

tsi −
cαi

αi

)
m

and the action on calibrated representations is given by

xvw = (wγ)(x)vw, tsivw =
cαi

(wγ)(αi)
vw +

(
1 +

cαi

(wγ)(αi)

)
vsiw.
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For the affine Hecke algebra

the τ -operators are
τi : Mgen

t −→ Mgen
sit

m 7−→
(

Tsi −
q − q−1

1−X−αi

)
m

and the action on calibrated representations is given by

Xλvw = (wt)(Xλ)vw, Tsivw =
q − q−1

1− (wt)(X−αi)
vw +

(
q−1 +

q − q−1

1− (wt)(X−αi)

)
vsiw.

So
t(Xλ) = q〈γ,λ〉 and Xλ = qλ = echλ.

Then (
Tsi −

q − q−1

1−X−αi

)
= tsi =

c

αi
.

So

Tsi =
q − q−1

1− e−hαi
− c

αi
+ tsi =

ehc − e−hc

1− e−hαi
− c

αi
+ tsi =

e
h
2
(2c+αi) − e−

h
2
(2c−αi)

e
h
2
αi − e−

h
2
αi

− c

αi
+ tsi .

So

TsiX
λ =

(
tsi −

c

αi
+

e
h
2
(2c+αi) − e−

h
2
(2c−αi)

e
h
2
αi − e−

h
2
αi

)
ehλ

= ehsiλtsi + c
ehλ − ehsiλ

αi
− c

αi
+

e
h
2
(2c+αi) − e−

h
2
(2c−αi)

e
h
2
αi − e−

h
2
αi

ehλ

= ehsiλtsi − ehsiλ
c

αi
+ ehsiλ

ehc − e−hc

1− e−hα
+

c

αi
(ehλ − ehsiλ)

+ ehsiλ
c

αi
− ehsiλ

ehc − e−hc

1− e−hαi
− ehλ c

αi
+ ehλ ehc − e−hc

1− e−hαi

= ehsiλTsi +
(

ehλ − ehsiλ

1− e−hαi

)
(ehc − e−hc).

21 The classical case: generators and relations

Let g be a finite dimensional complex semisimple Lie algebra. The Killing form 〈, 〉 : g× g→ C
is given by

〈x, y〉 = Tr(adxady), for x, y ∈ g.

Up to constant multiples, this is the unique nondegenerate symmetric bilinear form on g. The
standard presentation of g by Chevalley generators and Serre relations is given by the generators

ei, fi, hi, 1 ≤ i ≤ n,
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and relations

[hi, hj ] = 0, 1 ≤ i, j ≤ n,

[hi, ej ] = αj(hi)ej , [hi, fj ] = −αj(hi)fj ,

[ei, fj ] = δijhi,

[ei, [ei, [ei, · · · , [ei︸ ︷︷ ︸
−aij+1factors

,ej ]] · · · ] = 0, i 6= j,

[fi, [fi, [fi, · · · , [fi︸ ︷︷ ︸
−aij+1factors

,fj ]] · · · ] = 0, i 6= j.

EXPLAIN what is aij , and what is αi(hj).
Define

g̃ = g⊗ C[t, t−1]⊕ Cc⊕ Cd, with bracket
[x⊗ tk + λ1c + µ1d, y ⊗ t` + λ22 + µ2d] = [x, y]⊗ tk+` + kδk,−`〈x, y〉c+????,

where 〈, 〉 : g× g→ C is the Killing form on g. The subalgebras

L(g) = g⊗ C[t, t−1] and ĝ = g⊗ C[t, t−1]⊕ Cc,

are, respectively, the loop algebra and the affine Lie algebra associated to g.
The Lie algebra g̃ can be given by generators

ei,r = ei ⊗ tr, fi,r = fi ⊗ tr, hi,r = hi ⊗ tr, r ∈ Z, i = 1, 2, . . . , n,

and the relations
????

It is often helpful to write these relations in a more compact form by using the generating
functions

ei(u) =
∑
r∈Z

ei,ru
r, fi(v) =

∑
r∈Z

fi,rv
r, hi(z) =

∑
r∈Z

hi,rz
r, 1 ≤ i ≤ n.

With these notations the relations in ??? take the form

?????

The algebra ĝ has an alternative presentation by generators

c, d, ei, fi, hi, 0 ≤ i ≤ n,

and relations

[hi, hj ] = 0, 1 ≤ i, j ≤ n,

[hi, ej ] = αj(hi)ej , [hi, fj ] = −αj(hi)fj ,

[ei, fj ] = δijhi,

[ei, [ei, [ei, · · · , [ei︸ ︷︷ ︸
−aij+1factors

,ej ]] · · · ] = 0, i 6= j,

[fi, [fi, [fi, · · · , [fi︸ ︷︷ ︸
−aij+1factors

,fj ]] · · · ] = 0, i 6= j.
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where aij and αi(hj) are as in ??? and a0i, ai0, α0(hi), αi(h0) are given by

????

.
In order to obtain the second presentation of g̃ from the first set

ei = ei ⊗ 1, fi = fi ⊗ 1, hi = hi ⊗ 1, for 1 ≤ i ≤ n, and

e0 = fθ ⊗ t, f0 = eθ ⊗ t−1, h0 = hθ ⊗ 1 +
2
〈θ, θ〉

c,

where θ is the highest root of the root system of g and eθ, fθ and hθ are given by

?????

In order to obtain the first presentation of g̃ for the second presentation set

ei,r = trωi
(e0), fi,r = trωi

(f0), hi,r = trωi
(h0), ???????? (21.1)

where tωi is the element of the extended affine Weyl group W̃ given by translating by the
fundamental weight ωi.
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