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9.6 Some proofs

Proposition 9.7. Let T: V — W be an F-linear transformation. Let Oy and Oy be the zeros for V
and W respectively. Then

(a) T(0y) = Ow, and
(b) If v eV then T(—v) = —T(v).

Proof.

(a) Add —T'(0y) to both sides of the following equation,

T(0v) =T(Ov +0v) =T(0v) +T(0v).

(b) Since T'(v) + T(—v) =T (v + (—v)) = T(0y) = Oy and
T(—v) +T(v) =T((—v) +v) + T(Oy) = Ow

then —T'(v) = T'(—v).

Proposition 9.8. Let T: V — W be an F-linear transformation. Then

(a) ker T is a subspace of V.
(b) im T is a subspace of W.

Proof. Let Oy and Oy be the zeros in V' and W, respectively.

(a) By condition (a) in the definition of linear transformation, 7" is a group homomorphism.
To show: (aa) If k1, ko € ker T then ki + ko € ker T'.
(ab) Oy € kerT.
(ac) If k € ker T then —k € kerT'.
(ad) If c € F and k € ker T then ck € ker T

(aa) Assume ki, ko € ker T
Then T'(k1) = Ow and T'(k2) = Oy .
By condition (a) in the definition of a linear transformation,

T(kl + kQ) = T(k’l) + T(kg) =04+0=0.

So ki1 + ko € kerT.
(ab) By Proposition a), T(0y) = Ow.
So Oy € kerT'.
(ac) Assume k € kerT'.
By Proposition b), T(—k) = =T (k).
So T(—k) = —T(l{:) = —0w = Ow, and —0y = O since Oy + Oy = Oyy.
So —k € kerT.
(ad) Assume c € F and k € kerT.
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Then, by the definition of linear transformation,
T(ck) = cT(k) = cOw = O, and ¢Ow = Ow,

by adding —c Oy to each side of ¢Ow + cOw = ¢(Ow + Ow) = ¢ O
So T'(ck) = Ow and ck € ker T

So ker T is a subspace of V.

(b) By condition (a) in the definition of an F-linear transformation, 7" is a group homomorphism.
To show: (ba) If wy,wy € imT then w; +we € im T
(bb) Oy € imT.
(be) If w € imT then —w € im T'.
(bd) If c € F and w € im T then ck € im T

(ba) Assume wi,we € imT.
Then there exist vi,v2 € V such that T'(v;) = wy and T'(v2) = wa.
By condition (a) in the definition of an F-linear transformation,

T(Ul + ’Ug) = T(’Ul) + T(Ug) = w1 + wa.

So wy +wy € imT.
(bb) By Proposition [9.7(a), T'(0y) = Oy .
So Oy € im 7.
(bc) Assume w € imT.
The there exists v € V such that T'(v) = w.

By Proposition [9.7(b), T(—v) = —T(v) = —w.
So —w € im T.

(bd) To show: If ¢ € F and a € im T then ca € imT.
Assume ¢ € F and ¢ € im T
Then there exists v € V such that a = T'(v).
By the definition of an F-linear transformation,

ca = cT'(v) =T(cv).

Soca€eimT.

So im T is a subspace of W.

Proposition 9.9. Let T: V — W be an F-linear transformation. Let Oy be the zero in V. Then

(a) kerT' = (Oy) if and only if T is injective.
(b) imT =W if and only if T is surjective.

Proof. Let 0y and Oy be the zeros in V and W respectively.

(a) =>: Assume kerT' = (Oy).
To show: If T'(vy) = T'(vy) then vy = vs.
Assume T'(vy) = T'(v2).
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Since T is an F-linear transformation then
OW = T(Ul) — T(UQ) = T(Ul — ’UQ).

So vy —wvg € kerT.
Since ker T = (0y) then vy — vo = Oy.
So v1 = vs.

So T is injective.

<—: Assume T is injective
To show: (aa) (Oy) C ker 7.
(ab) ker T" C (Oy).

(aa) Since T'(0y) = Oy then Oy € ker T
So (Oy) C kerT.
(ab) Let k € kerT'.
Then T'(k) = Ow .
So T'(k) = T(0y).
Thus, since T is injective then k = Oy .
So ker T' C (Oy).

So ker T' = (Oy).

(b) =: Assume im7T =W.
To show: If w € W then there exists v € V such that T'(v) = w.
Assume w € W.
Then w € imT'.
So there exists v € V such that T'(v) = w.

So T is surjective.

<—=: Assume T is surjective.
To show: (ba) imT" C W.
(bb) W CimT.

(ba) Let z € imT.
Then there exists v € V such that z = T'(v).
By the definition of T, T'(v) € W.
SoxeW.
SoimT C W.

(bb) Assume z € W.
Since T is surjective there exists v € V' such that T'(v) = z.
Sox €imT.
SoW CimT.

SoimT =W.
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Proposition 9.10. Let V' be an F-vector space and let B be a subset of V. The following are equivalent:

(a) B is a basis of V.
(b) B is a minimal element of {S CV | spany(S)=V}.
(¢) B is a mazimal element of {L CV | L is linearly independent}.

(In (b) and (c) the ordering is by inclusion.)

Proof.
(b) = (a): Let S C V such that spang(S) = V.

To show: If S is minimal such that spang(V') then S is a basis.

To show: If S is minimal such that spany(V') then S is linearly independent.

Proof by contrapositive.

To show: If S is not linearly independent then S is not minimal such that spang(S) = V.
Assume S is not linearly independent.

To show: There exists s € S such that spang(S — {s}) = V.

Since S is linearly independent then there exist k € Z~g and s1,...,sx € S and ¢1,...,cx € F
and i € {1,...,k} such that ¢;s1 + -+ + cxsx = 0 and ¢; # 0.
Let s = s;.

Using that F is a field and ¢; # 0 then

—1
§=S8;=¢ (0181 + ...+ Ci-1S8i—1 + Ciy18i+1 + -+ skck)

-1 -1 -1 -1
=c¢ asi+---+¢ G-15-1+¢ Ci+1Si41+ -+ ¢ CpSk.

So V = spang(S) = spang(S — {s}).
So S is not minimal such that spany(S) = V.

(a) = (b): Proof by contrapositive.

To show: If B is not minimal element of {S C V | spany(S) = V'} then B is not a basis of V.
Assume B is not minimal element of {S C V' | spang(S) = V'}.
So there exists b € B such that spany(B — {b}) # V.
To show: (aa) B € {S CV |spanp(S) =V}
(ab) If b € B then B — {b} ¢ {S C V | spanp(S) = V}.
(aa) Since spany(B) =V then B € {S CV | spanp(S) = V}.
(ab) Assume b € B.
To show: B — {b} & {S C V | spang(S) = V}.
To show: spany(B — {b}) # V.

Since spany(B) = V then there exist k € Z-q, b1,...,bp € B and ¢1,...,¢; € F such that
b=-c1by + - cipbg.

So 0 =rc1by + -+ + cxby + (—1)b.
(a) = (c): Assume B is a basis of V.

Since B is linearly independent then B € {L C V' | L is linearly independent}.
To show: If v € V and v ¢ B then B U {v} is not linearly independent.
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Assume v € V and v ¢ B.

Since spang(B) = V then there exists k € Z~¢ and by,...,b; € B and ¢y, ...,c; € F such that
v=rcb+...4+ cpbg.

So 0=c1by + -+ + b + (—1)v.

So B U {v} is not linearly independent.

(c) = (a): Assume S is a maximal element of {L C V | L is linearly independent}.

To show: spanp(S) = V.

To show: V' C spang(S5).

Let v e V.

To show: v € spang(S5).

Case 1: v € S. Then v € spang(5).

Case 2: v ¢ S.
Then S U {v} is not linearly independent and S is linearly independent.
So there exist k € Z~g and s1,...,s; € S and ¢g,c1,...,c € F such that

co # 0 and cov +c181 + -+ cpsip = 0.
Since [ is a field and ¢y # 0 then
v= (—Calcl)sl 4+t (—cglck)sk.

So v € spang(S).

So V C spang(S) and V = spang(.5).

So S is linearly independent and spang(S) = V.
So S is a basis of V.

Theorem 9.11. Let V be an F-vector space. Then
(a) V' has a basis, and

(b) Any two bases of V' have the same number of elements.

Proof.

(a) The idea is to use Zorn’s lemma on the set {L C V | L is linearly independent}, ordered by
inclusion. We will not prove Zorn’s lemma, we will assume it. Zorn’s lemma is equivalent to the
axiom of choice. For a proof see Isaacs book |Isal §11D].

Zorn’s Lemma. If S is a nonempty poset such that every chain in S has an upper bound
then S has a maximal element.

Let v € V such that v # 0.
Then L = {v} is linearly independent.
So {L C V| L is linearly independent} is not empty.
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To show: If --- C Sk C Sk C Sk41 C -+ chain of linearly independent subsets of V' then there
exists a linearly independent set S that contains all the Sk.

Assume --- C Sip_1 € S; C Siy1 C -+ is a chain of linearly independent subsets of V.
Let L = J; Sk-
To show L is linearly independent.
Assume ¢ € Z~qg and s1,...,8; € L.
Then there exists k such that s1,...,ss € Si.
Since Sy is linearly independent then if ¢1,...,¢, € F and ¢181 + --- 4+ ¢psg = 0 then ¢; = 0,
co=0,...,cp=0.
So L is linearly independent.
So, if --- C Sp_1 C Sk C Sk+1 C -+ chain of linearly independent subsets of V' then there exists
a linearly independent set B that contains all the S.
Thus, by Zorn’s lemma, {L C V' | L is linearly independent} has a maximal element B.
By Proposition B is a basis of V.
(b) Let B and C be bases of V.

Case 1: V has a basis B with Card(B) < co.
Let b € B.
Then there exists ¢ € C such that ¢ € spang(B — {b}).
Then By = (B — {b}) U {c} is a basis with the same cardinality as B.
Since B is finite then, by repeating this process, we can, after a finite number of steps,
create a basis B’ of V such that B’ C C' and Card(B’) = Card(B).
Thus Card(B) = Card(B’) < Card(C).
A similar argument with C' in place of B gives that Card(B) > Card(C).
So Card(B) = Card(C).
Case 2: V has an infinite basis B.
Let C be a basis of V.
Define P, € F for c € C' and b € B by

b= Puc, andlet  Sy={c€C|Py#0} forbeB.
ceC

If b € B then Sy is a finite subset of C' and
C= U Sh, since C' is a minimal spanning set.
So Card(C) < max{Card(S;) | b € B} < X¢Card(B).
A similar argument with B and C switched shows that Card(B) < RyCard(C).

So Card(C) < XpCard(B) = Card(B) < XyCard(C) = Card(C).
Since Card(C) < Card(B) < Card(C) then Card(C) = Card(B).

]
Proposition 9.12. Let V and W and Z be F-vector spaces with bases B, C and D, respectively. Let
V=W gV -W h:W—=Z belinear transformations

and let c € F. Then

(cf)eB =c- feB, fes+9c8 = (f+9)cB and (hog)ps = hpcgcs-
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Proof. Let b € B and ¢ € C. Taking the coefficient of ¢ on each side of

> (aflenlebe = (@f)(b) = a- fb) =a- (Y fenleb)e) =Y afenle b

ceC ceC ceC

gives (af)ep(d,b) = a- fep(d,b).
So (af)es = a- fop.
Let b € B and ¢ € C. Taking the coefficient of ¢ on each side of

Y (f+9)cnle,b)e=(f+g)(b) = f(b) +g(b) =D (fon(e.b)e+ > gon(c,b)e

ceC ceC ceC
= (foB(e,b)e+ gon(e,b)e =Y (fer(e,b) + gop(e,b)e
ceC ceC

gives (fop + g9oB)(¢,b) = fop(d,b) + gop(c,b).
So fes +gcs = (f +9)cs-
Let b € B and d’ € D. Taking the coefficient of d’ on each side of

> (hog)pp(d,b)d = (he g)(b) = h(g(®)) = h( Y gonle,b)e)

deD ceC
= gen(e,b)h(c) =Y > gos(e,b)hpe(d, c)d,
ceC ceC deD
gives (ho g)pp(d,b) =YY hpc(d, c)goslc,b) = (hpcges)(d,b).
ceC deD

So (hog)pp = (hpcges)-
Proposition 9.13. Let g: V — W and f: V — V be F-linear transformations. Let

By and Bs be bases of V., and let C) and Cs be bases of W,
and let P, g, and Pc,c, be the change of basis matrices defined as in (9.1). Then

-1
gCQBQ = P020190131P3132 and fBQBQ = PBlBQfBlBlpBlBQ'

Proof. Let 3,3 € By. Comparing coefficients of 3’ on each side of

= Z Pp, B, (b, B)b = Z Pg g, (b Z Pp,p, (8,0

be B, be B, B’'€B2
- Z Z PBQBl PBle 5 = Z Z PBzB1PB1B2)(5 ﬁ)ﬁ
beB1 B'€B2 beB1 f'eB2

gives

(PB231P3132)(6/7 B) = 55'5'
So P3231 P§132
Let 8 € By and ¢ € By. Taking the coefficient of b’ on each side of

- Z fBQBz(CI7C)C/ = Z fB2B2(0/7C)PBlB2<b/’cl)b/

c’'€Bsy b eB;
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and
1@ = (Y Pom(b.0b) = 3 Poim(b,0)f(0) = Y Prip(bic) D foim (0 0)0
be B, be By be By b'eB;
gives
(PB1BQfB2B2)(Ba b) = (fB1B1PBle)(B7 b)'
So

-1
Pp, B, fB:B; = /BB PB1Bo and thus [B2By = PBlB2f3131PB1BQ'

Let v/ € Cy and 8 € By. Taking the coefficient of v on each side of

> 90.8,(7: By = 9(B) = 9( > P,3,(b,8)) = > Pp,,(b,8)g(b)
’YECQ be B, be By
- Z PB1B2 Z 96’131 C b
be B, ceCy
=Y Pp,p,(0,8) Y geusi(c,b) > Poye,(1,c
be B, ceCq ’YGCQ

= Z PC201 (’)/’ 0)90131 (C, b)PBle (b> 5)7
beB1,ceCy,y€Cs

= Z (Peycr9ci B PeiBy) (7, B)y
v€C2

giVGS 943 Bs (’7,7 5) = (P020190131 PBlBQ)(7/7 B) So gcyBy, = PC2CQ.gClBlPBlBQ‘ [

Proposition 9.14. Let P € M, (F). The matriz P is invertible if and only if the columns of P are
linearly independent in F".

Proof.

=: Assume P is invertible. Let pq,...,p, be the columns of P.
To show: {p1,...,pn} is linearly independent.

Assume ci,...,¢, € Fand c1p1 + -+ 4+ cupn = 0.

Let ¢ = (cy,...,cp)t € F™.

Since c1p1 + - -+ 4+ ¢ppp = 0 then Pc = 0.

Soc= P 'Pc=P10=0.

Soc; =0,...,¢, =0.

<: Assume the columns of P are linearly independent.

To show: There exists Q € M, (F) such that QP = 1.

Let p1,...,p, be the columns of P.

Since B = {p1,...,pn} is linearly independent and dim(F") = n then B is a maximal linearly inde-
pendent set.

Thus, by Theorem B is a basis.

Let S = {e1,...,e,} where e; has 1 in the ith spot and 0 elsewhere.

Then P = Ppgg, the change of basis matrix from S to B.

Let @Q = Psp, the change of basis matrix from B to S.

Then QP = PSBPBS = PSS =1.

So P is invertible. O
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