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21 Tutorial 2: Building projections in Hilbert spaces

Learn to prove the following theorems, accurately, efficiently, using quality proof machine, without
having to refer to notes. The first step of this process is to work through each and put the reason why
each line appears where it appears. The possible reasons are:
(a) (Proof type II) Assume the ifs
) (Proof type II) To show the thens
(¢) (Rewriting) This is the definition of .
(d) (Proof type III) To show something exists, construct it.
) (Proof type III) To show the construction is valid.
) (Proof type I) Compute the left hand side.
(g) (Proof type I) Compute the right hand side.

Practice each proof so that you can do it efficiently without referring to notes.

21.0.1 Orthonormal sequences and Gram-Schmidt

Let F be a field and let (V,(,)) be an F-vector space with a sesquilinear form. An orthonormal
sequence in V is a sequence (by, by, ...) in V such that

1, ifi=j,

0, ifij.

An orthogonal sequence in V' is a sequence (by,be,...) in V such that
ifi,j€Zsg andiz#j then <bl, b]> = 0.

Proposition 21.1. Let F be a field and let (V,{,)) be an F-vector space with a Hermitian form. An
orthonormal sequence (a1, az,...) in'V is linearly independent.

ifi,j € Zsg then (biy bj) = {

The following theorem guarantees that, in some favourite examples, orthonormal bases exist.

Theorem 21.2. (Gram-Schmidt) Let V' be an F-vector space with a sesquilinear form (,): VxV — F.
Assume that {,) is nonisotropic and that (,) is Hermitian i.e.,

(1) (Nonisotropy condition) If v € V and (v,v) =0 then v =0, and
(2) (Hermitian condition) If vi,va € V then (va,v1) = (v1,va).

Let p1,pa, ... be a sequence of linear independent elements of V.

(a) Define by = p1 and

<pn+17 b1> <pn+17 bn>
byl = Pnp1 — ————b1 — - — ———"by,
P T ) (b, b

Then (b, ba,...) is an orthogonal sequence in V.

(b) Assume that F is a field in which square roots can be made sense of and that if v € V and v # 0

then (v,v) # 0. Define
|lvl| = v/ (v, v), forveV.
Assume that n € Z~o and that (by,...,by,) is an orthogonal basis of V.. Define

forn € Z~o.

bl bn
Ul = 5575 -v 5, Up = .
b1 "l
Then (uq,...,uy) is an orthonormal basis of V.
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21.0.2 Orthogonal decomposition

Theorem 21.3. Let V' be a Hilbert space. Let W be a subset of V.
(a) W is a closed subspace of V.
(b) W is a closed subspace of V. if and only if V=W & W+,

21.0.3 Building projections in Hilbert spaces
Proposition 21.4. Let H be a Hilbert space and let W be a closed subspace of H. Let
d(xz,W) = inf{d(z,w) | w € W}.

(a) If x € H then there exists a unique y € W such that d(z,y) = d(x, W).
(b) Define Py : H — H by setting Py (z) = y wherey is as in (a). Then Py is a linear transformation,

Py(z)eW,  (id-Pw)@x)eWt,  |Pw|=1,
PZ, = Py, (id — Pw)? = (id — Py ), and  id = Py + (id — Pw).
21.0.4 The span of an orthonormal sequence and its complement

Theorem 21.5. Let H be a Hilbert space. Let (a1,as,...) be an orthonormal sequence in H and let

W = span{ai,ag,...}. Then H:WGBWJ'.
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22 Tutorial 2: Solutions

22.1 Orthonormal sequences and Gram-Schmidt

Proposition 22.1. Let V be an F-vector space with a sesquilinear form. An orthonormal sequence
(b1,ba,...) in V is linearly independent.

Proof. Let (b1, ba,...) be an orthonormal sequence in V.

To show: {b1,bo, ...} is linearly independent.

To show: If £ € Z~g and ¢q,...,¢cp € F and cia1 +coas+---+cpap = 0thenc; =0,c0 =0,...,¢cp = 0.
Assume ¢ € Z~¢ and and cy,...,¢p € F and cia; + coas + - - - + cpap = 0.

To show: If j € {1,...,¢} then ¢; = 0.

Assume j € {1,...,/(}.

Then 0 = <Clb1 + cobg + - - + Cgbg,dj) = Cj<bj, bj> = lj.

So {b1, b, ...} is linearly independent. O

Theorem 22.2. (Gram-Schmidt) Let V' be an F-vector space with a sesquilinear form (,): VxV — F.
Assume that (,) is nonisotropic and that (,) is Hermitian i.e.,

(1) (Nonisotropy condition) If v € V' and (v,v) =0 then v =0, and

(2) (Hermitian condition) If vi,ve € V' then (va,v1) = (v, v2).

Let p1,po, ... be a sequence of linear independent elements of V.

(a) Define by = p1 and

<pn+17 b1> <pn+17 bn> b

bpt1 =Pyl — by — - — "Dy, Z~yg.
+1 = Pn+1 b1, b1) 1 (b b} form € Zsg

Then (b1, ba,...) is an orthogonal sequence in V.

(b) Assume that F is a field in which square roots can be made sense of and that if v € V and v # 0

then (v,v) # 0. Define
lv]| = v/ (v, v), forveV.
Let (b1, ...,by) be an orthogonal basis of V. Define

by br,
Ul = > e Uy = .
[[b1]] " [lbnll
Then (uq,...,uy) is an orthonormal basis of V.

Proof. (a) To show: If i, j € Z~¢ and i # j then (b;,b;) = 0.
To show: If n+1 € Zsp and j € {1,...,n} then (b,41,b;) =0.
The proof is by induction on n.

The base case n + 1 = 1 is vacuously true since {1,...,n} = 0.
Assume n+1 € Zs.

To show: If j € {1,...,n} then (by,41,b;) = 0.

Assume j € {1,...,n}.

232



MAST30026 Resources, Arun Ram, July 14, 2022

Then, by induction, (b;,b;) =0 fori e {1,...,5 — 1} and (by,b;) =0 for k € {j +1,...,n} so that

Vo (Pnt1, br) Pot1bn)y
<bn+17b]>_<pn+1 <b1,b1> bl <bnabn> bn’bj>

<pn 17b1> <pn labn>
By 0T T Ty et

Dn lab‘

W(bj’bﬁ = <pn+17bj> - <pn+1>bj> =0.
(bj, ;)
ince (,) is sesquilinear then (b;, b, 1) = (bp+1,b;) = 0 = 0 (where the last equality is true since ??7).

Si i ili hen (bj;, by+ bn+1,b5) =0=0 (wh he 1 1 777

So (b1, bg,...) is an orthogonal sequence.

(b) Let 4,7 € {1,...,n}.

Since (b1, b, ..., b,) is orthogonal then

= <pﬂ+17 bj> -

= <pn+1> b]> -

bi b; 1
<ui,u'>: : 5 J = 7<bi,b'>:0, 1f27£]
Ca YN T U T
If ¢ = j then
bi b 1 [|6: |2
<Ui,U'> = ) = <b7,7bl> = =
L LA T A TR T
(where the next to last equality is true since 7777) O

22.2 Orthogonal decomposition

Theorem 22.3. Let V be a Hilbert space. Let W be a subset of V.
(a) W is a closed subspace of V.

(b) W is a closed subspace of V' if and only if V =W @ W+,
Proof. (a) Let

P V - W ®,: W — K
where
v o= @, w = (v,w)

Then
W ={veV|ifweW then (v,w) =0} ={veV | ®, =0} =kerd = ({0}).

Since {0} is closed in W* and & is continuous then W+ = ®~1({0}) is closed.
(b) Assume that W is a closed subspace of V.
To show: (ba) H = W + W
(bb) WNW" =0.

(ba) If x € H then x = P(z) + (x — P(x)) € W+W.

So H =W +W".
(bb) If y e W N W then (y,y) = 0, forcing that y = 0.

So WNW" =0.
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22.3 Building projections in Hilbert spaces
Proposition 22.4. Let H be a Hilbert space and let W be a closed subspace of H. Let

d(xz, W) = inf{d(z,w) | w € W}.

(a) If x € H then there exists a unique y € W such that d(z,y) = d(x, W).
(b) Define Py : H — H by setting Py (z) = y wherey is as in (a). Then Py is a linear transformation,

Py (z) € W, (id — Py)(z) € W+, | Pw| =1,
P = Py, (id — Pw)? = (id — Py), and  id = Py + (id — Py ).

Proof. (a) Assume x € H.
To show: (aa) There exists y € W such that d(z,y) = d(z, W).
(ab) If y,y’ € W such that d(x,y) = d(z,y’) = d(z, W) then y = y/.
(aa) Let a = d(x, W)
Let (y1,y2,...) be a sequence in W such that

lim ||z —y,| = .
n—oo

To show: There exists y € W such that lim,, .« yn = ¥.

Since W is closed, To show: There exists y € H such that lim,, .o ¥ = y.

Since H is complete, To show: (y1,y2,...) is a Cauchy sequence.

To show: If € € R>( then there exists N € Zsg such that if m,n € Z>y then ||y, — yn|| < €.
Assum € € Ry .

To show: There exists N € Z~g such that if m,n € Zsy then ||y, — yn|| < €.

Let .
§ = min{l, ——
min{1, o T 4}
and let N € Z>q such that if m € Z>y then | ||z — yn|| — af < 9.
Since %(ym +yn) € W then ||z — %(ym +yn)||? > o2 and the parallelogram identity gives that

[Ym — Ynll* = 2/|lz — ym|* + 2llz — yall®* — 42 — 3 (Ym + ya)|1?
<2(a+0)2+2(a+0)% —40® = 8ad + 462 = §(8a + 40)

<6(8a+4) < 8a+4) =e.

(8a—|—4)(

So (y1,y2, - -.) is Cauchy.

So y = limy,_o Yy, exists and
d(z,y) = lim d(z,yn) = lim [z =y, = a = d(z, W).
(ab) Assume y,y’ € W and d(z,y) = d(z,y’) = d(z, W).
Since %(y +1') € W gives that d(z, %(y +19')) > d(z, W) = «, the parallelogram identity gives

ly —'|I* =2llz —yl* + 2|z — /' II” — 4llz — Sy + )I1?
= 2d(z,y)* + 2d(z,y')? — 4d(z, 3(y + ¢))?
< 202 4+ 2a% — 4a? = 0.
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Soy=1y.

Step 3. To show: x — Py (x) € W.
Let y = Py ().
Let w e W.
By Step 1, the function f: R — R given by

FO) = lle = (y+2w)|? = |z = yl* + [AP[lo]|* + 2Re((z — y, Mw))

has unique global minimum at A = 0.
So f'(0) = 0.

So Re({x — y,w)) = 0.

Similarly, Re((x — y, iw)) = 0.

So (x —y,w) = 0+ 0i.

Step 4. Py and id — Py are linear operators.

Assume v1,v9 € H and ¢1,c0 € K.

Then Clpw(m) + CQPW('UQ) € W and ci1v1 + covg — (CIPW(UI) + Cgpw(vg)) e wt.
So Py (c1v1 + cav2) = c1 Py (v1) + c2 Py (v2).

So Py is linear.

So Py and id — Py are linear operators.
Step 5. ||Pw|| = 1.

Assume v € H and v # 0.
Since (Py(v), (id — Py)(v)) = 0 then the Pythagorean theorem gives
1Pw ()II* _ 1Pw (0)I” + 1(Gd = Pw)(@)]1* _ |lvl®

< = = 1.
[v]f? o2 lv]f?

If w € W then Py (w) = w so that

[1Pw (w)|| = [lw]|  and  [[Py]| > 1.

22.4 The span of an orthonormal sequence and its complement
Theorem 22.5. Let H be a Hilbert space. Let (a1, ag,...) be an orthonormal sequence in H and let
W = span{ai,as,...}. Then H=WaoW" .

Proof.

o0
Step 1. (Bessel’s inequality) If # € H then Z (x,an))? < |22

n=1
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[e.9]
Step 2. If x € H then P(z) = Z(:L‘,an>an exists in H.

Step 3. If z € H then P(z) € W.
L

Step 4. If z € H then z — P(z) € W™
Step 5. If x € H then P(z) = Py (z).

~—

k
tep 1. To show: li 2] < =|*.
Step o show: lim <Z|(w,an | > < |||l

n=1

Assume k € Z>¢. Let

k k

k
xR = Z(x, an)an, so that |zk||? = Z(x, an) (T, an) = Z [z, an)|?.

n=1 n=1 n=1

To show: ||z < [|=]2.
Then

(T — zg, 21) = (T, T8) — (T, Th)

k k
E Z, an ) E T, an){ =0, and
n=1 =1

2] = (z,2) = <$k+(9€—$k) zp + (x — xp))
= (@k, Tk) + (Tk, T — ) + (T — Tp, TR) + (T — T, T — T)
= |lzil> + 0+ 0+ ||z — x|

So [lzkl® < [lz]*.
[e'S) k
2 _ 7 2 _ 1; 2 2
So 3. Ifean)f = Jim (Zl|<x,an>| ) = lim Jlzy? < 2%
n= n=

Step 2. Assume z € H.

Let 2 = Zﬁzl (z,an)an.

To show: limy_, o xp exists in H.

Since H is complete, we need

To show: (z1,x2,...) is a Cauchy sequence in H.
k

We know that ||z|| = Z(x, an)? so that, by Bessel’s inequality,

n=1

(llz1]], lz2]], - - -) is a increasing sequence in R>o bounded by ||z||.

o (||z1]], ||x2]], . -.) converges.
Let y = lim ||z
k—o0

To show: If € € Ry then there exists N € Zs( such that if r,s € Z>n then |z, — x5 <e.
Assume € € Ry g.

To show: There exists N € Z~g such that if m,n € Z>y then ||z, — 25| < e.

Let N € Z~g such that if k € Z>x then |y2 - ||xk||2} <s.
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Assume r, 5 € Z>N.
To show: |z, — zs]| < €.

T 2 S 2 S
|l2r — 2> = ||D (2, 05)a Z vap)a;)| =\ D (waa|| = > (x,q;)
j=1 j=1 j=r+1 j=r+1
= [llsl” = Nz l?] = [llzs]* = v +y2 - Ha:r\|2|

< H|335H2 _y2| + ‘yQ - ”377”H ‘ <5 9 + 5

So (x1,x1,...) is a Cauchy sequence in H.
So limy,_, oo xp exists in H.
o0

So Z(az, aj)a; exists in H.

j=1
(o]
Step 3. To show: Z(x,an>an cew.
n=1
Since
k
T = Z(x, aj)a; is an element of span{ai,asg,...} =W
j=1
then P(z) = lim x, € W.

k—o00

Step 4. To show: If b € W then (x — P(x),b) = 0.
Assume b € W.
Let (b1, b2,...) be a sequence in W with lim,,_,o b, = b.
To show: (z — P(z),b) = 0.
Using that (x — P(x),-): H — C is continuous,
(x — P(x),b) = (x — P(:U),nll_>nolo by) = lim (x — P(x),by).

n—oo

Since b, € W there exists £ € Z>o and c1,ca,...,¢, € C such that

l )4
by, = Z_; Cray and (x — P(x),by) = Z;cr@ — P(x),ay).

Using that (-,a,): H — C is continuous and that (xy,a,) = (x,a,) for k > r then

(x — P(x),a,) = (z,a,) — (P(x),a,) = (x,a,) — ( lim xg,a,)

k—o00

= (z,a,) — lim (z,a,) = (z,a,) — (z,a,) = 0.

k—o0
So
(&= P(z),b) = Y el — P(x),a;) = 0
j=1
Thus
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Step 5. Since x — P(z) € WL, r— Py e W and P(z) — Py € W then

|P(z) = Pgr(2)||> = | P(z) — x4+ (z — Pyr(x)), P(z) — Pyr(x))
= (P(z) — x, P(x) — Pyr(2)) + ((z — Pyr(2)), P(x) — Pyr(z))
—040=0.

So P(x) = Py (x).
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